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' SUMMARY

". The different. methods for estimating the parameéters - of the generalized
- negative binomial djstribution have been discussed. The asymptotic vari- - '
ances and covariances of the estimators obtained by all :the methods have ... .
.been derived and the asymptotlc eﬂicnencxes of the method of moments and '
the method using the zero-cell frequency, ‘relative to the method of | maxn- )
“mum-likelihood, have been'derived and computed for a wide rangmg set" S

of the values of the parameters - - S Sl

INTRODUCTION

The negative binomial was, perhaps, a distribution which widely
used in fitting the biological data. (Anscombe [1], Bliss [2]). At
present the large number of mixture and compound distributions
obtained by different authors, by compounding the negative’ binomial
'distribution in-different-ways, are -available in the literature. (Patil
[8], Johnson and Kotz [5]). Recently Jain and consul :[4]. have
obtained a such distribution, called the generalized negative binomial
distribution (GNBD), compoundmg the negative b1nom1a1 distribu-
tion- with an .additional parameter, -which takes 1nto account the
variations in the mean and the variance. .

For a random Varlable X the GNBD is deﬁned by the probablhty
function : R ) . S

kT (k-l-z B) "’ _ ,-'_;-’
P(X=i)=p;= Ny T (k—}-zB T 6 (I §)iB-itk «(L.1)

1—0 I 2 k>0,0<o<I, | B8 | <I and
pr=0 for i<, if K-+nB<0. we(1.2)
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For B<1, there are only a finite number of non-zero terms in the

@

series 2 pi=1, because of (1.2}.- Hence, except for a few lucky
i=0 ’ - . . @ : .
choices for B<1 and 4, k, the series z pi will not converge to unity
i=0
(Nelson, [7]. For B=1, (1.1) reduces to the classical negative bino-
mial distribution and for =0 it reduces to the binomial distribution.
For large k, the GNBD gives a Poisson-type approximation and as

k-0, the zero-truncated GNBD tends to a generalized logarithmic
series distribution.

Jain and Consul obtained moment estimators of parameters 9, B
and k of the GNBD (1.1) and used these in fitting the distribution.
But, moment estimators are not always found efficient. In the
present paper we suggest an efficient method, using the zero-cell
frequency and the first two sample moments, and study this method
along with the method of maximum likelihood and the method of
moments. The asymptotic variances and covariances of the estimators
obtained by all the three methods and the asymptotic efficiencies of
the method of moments and the method using the zero-cell frequency,
relative to the method of maximum likelihood, have been deiived.
The efficiencies have been computed for a wide ranging set of values
of the parameters ¢, B and k.

METHOD OF MAXIMUM LIKELIHOOD

Applying the usual technique df the maximum likelihood method
we get the following equations for estimating 8, # and k of the
GNBD (1.1) as :

) o j—1
W S S N Getif-j) ==l (1-6) (2.0)
i=2 j=1 ,
o - [—] )
S S NG B (V- )
.i.=2 j=1 .

— —In(1—§) (2.2)

OF—FE)2=p. .(2.3)
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where Ni=observed frequency in the sample corresponding to
X=i, % Ni=N; the sample size and = Ni/N=2X; the sample mean.
These equations can be solved for 0, B and & by using the method of
iterations such-as the Newton-Raphson method or the method of
scoring (Rao, [9], although both methods may fail because of non-
canvergernce.

L The Fisher mformatmn matnx U of the maximum llkehhood
estlmators (m,l.e’s) 0, B k can be found to be
U=N [(u,-,_,-,] - ..-(2.4)

62 ?InL

where the elements ,-——E [ N7, ar
J

7, j=1,2, 3 and (r1, rs, r)=(0, B, k), are given by

un=k (36)7. u
Ue=up1="0% uy, : .
hs=un=(1—0)"* o : (25)
© i-1 s
Uge= z z i (/€+i!3—j)_2;p1
i=1 j=1
o= tlzg = z z l(k‘HB_])'
i=2 j=1
o i—]
=k (1=(1=00+ > > (k+iB—j) p,
i=2 j=1
and :
§=1—B0 | S : (2.6)

L A A
The asymptotic variance-covariance matrix U™! of the m.le’s 6, B
and £ can easﬂy be obtained by mvertmg U glven in (2 4).
METHOD OF MOMENTS

Using (2.1) and (2.4) of Gupta [3], we'can obtain the moments
of the GNBD (1.1). . Considering first three moments and solving for
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9,8, kand replacing i, vs, s by their respective sample estimators
X, My= (-NTz"—’Tf) (N(N—1))? and My=N"1 (T;—3X T»-+-2N X?),

T,=z R N,, :we'gé’t the moment estimators 6%, 8* and k* as

0*=1— A2+ (44— ’ L LGD
(00 1 {1-6%) XM—1}1/2] o 7 .(3.2)
=X (9—pn .(3.3)

where.. _ - ‘
= -2+ (X M3—3M2)(X M) ...(3.49

Using the drﬁ'erentxal method (Kendall and -Stuart [6], we
obtain the asymptotlc variance-covariance matrix V of 6%, p* and k*
to the order N! a : -

V=N [Vij] e ---(3-5)

where the elements v;;, i, j=1, 2, 3 are glven by =
yin=(1—0) (k%) [6k0 (1—6) d {4ko (1—0) 3
+-48 (1—6)*— 368 (1—6) (2— 9)
+358% (8— 86-{-02) } -
+864 (1—6)*—1248 & (1—6)® (2 9)
+ 18 92 (I—G)2 (140—140 0+27 02)
—3 (120= 2409+I3802v1893+94)]
ra=vn=—071 (,41,-V11‘-|‘A2)
V=07 (42 vk 2410 detdy)
.1’13': V.;;1= — k(6% v19+ V1) (80)'1+(1 )
V23=V:;z= —k (0%.vaa+v12) (36)72

e | Vaa=—k (0%.vag+v1a) (30)_1
where ( )5 )
_2(1—8)—0(2—6

- Az=(28k0%)1 [1247 k36%(1—0)2+48(1—0)%—548(1— 6)2
(2—6)+-28%(1—0) (36— 360 —50*)—3%(2—6) .
(6—66—62)] ...(3.8)

3——3(4k9)'1 (I1-6)"*12k03(1—6)-+10(1—£)*
 —85(1—8) (2—0)+3%(6—60-+62)] CLL(39)
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The joint asymptotic eﬂ‘imency Em’ of the moment estlmators

(6%, 8%, k*) relative to the:m.l.¢’s’ (9 ﬁ k) is given:by, .
Em=(|U.|. |V|)? " ...(3-10)

where | X | is the determinant of a matrix X.

METHOD USING THE ZERO CELL FREQUENCY

The Method of moments is not always eﬂ‘iment In the case of
GNBD (1.1) for certain ¢stimates of the,. parameéters: this method is
found inefficient. Since the maximum likelihood equations are too-
complicated to solve for the'im.l.e.’s: some -other. efficient methods
should be search out. <We, in the following suggest a method for
estimating the parameters 6, B, k of the" GNBD :(1.1)--which makes
use of the observed zero-cell’ frequency and:the. first two sample
moments. ' ) N

From (I.1) we have. = = 7 -%¢
. Pe=P(X=0)=(1—0)% -
w];i5:11' gfter taking the natural logarithm yieic\l._s g
o k=1np, (In(1—0)* - R

Using (4.1) and the ﬁlst two moments and 1eplacmg p,,, u, uz
by their respective estimators N~ 1N,,, _and M. we. get estimators
for 6, P and k as

bmCU—BRr 00 @)

B=(D) = {0 —0)Xa @)

o \7c=X’((Ta)-1—E) T e
wher_e""’ ' ' e - . L
c= L (ROME (NN R C Y

6-can easily be obtained by. sol-ving equation (4.2) :iteratively: *

Fo]lowmg the method glven in Sectlon 3, we. derlve the

asymptotlc varlance covar1ance matrlx w of estlmators 0 [3, k to the
order:N*a

W;N—I[Wij], o :;--'(4-6)";
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-where. the element.s wij, i, j=1, 2, 3 are given by ,
wi=0(1— 0)$*(3k2)1405(1 - 6){(1—0)~*— [}-+
+4£500{2(1—0)+k36}
+ka?{2k05(1 —6)+6(1—6)*
—43(1—6)(2—6)+3*(6—60+6%)}]
wia=wa=—0""(ds.wi+4s) ,
=02 - w24, - Autdd) (47)
was=ws1 = —k(8%.wiz+w11)(36)*+(1—6)
Was = Wag= — k(8. waa+w12)(36)
waa=—k(0%.waz+w13)(80)*

where

Ag=06(k8) ko3 +2a(1 —0) kA3 —3(1—8)A1}] ...(4.8)

¢=[20+(2—0)]™* ...(4.9)
a=1n(1—6) | ...(4.10)

and A1 and 43 are as glven in (3.14) and (3. 16)

: The joint asymptotic efficiency Ez of (6> B k) relatlve to the
mles(eﬁk)lsglvenby ‘

Ez=(| U| | W] Y1, N (4.11)

COMPAFISION OF ASYMPTOTIC EFFICIENCIES

"For comparision, the asymptotic efficiencies EM and Ez have
been computed for different values of k,  and 6 and tabulated in
Table—1I. Since the distribution has very long tail for example for

k=3; B=1I1.1. and 6=0.7 the series ‘2_11 p; has value 0.99999907 when

n=93, we have computed the efficiencies upto the accuracy
2 p;=0.999999. If we increase the accuracy, the results may slightly
change. However, the table provides a good study of comparmdn
between the efficiencies Ex and Ez. The table shows that for B>]
the method of moment is not fairly efficient.




- 44 -

TABLE 1

The values of efficiencies Exr and Ez

k=0.5 k=10 ‘ k=20 . i k=30
0.3 l 0.5 ' 0.7 0.3 ! 0.5 l 0.7 ’ 0.3 ‘ 0.5 I ' 0.7 . 0.3 | 0.5 ' 0.7

' Epq 0.874 0.866 0.998 - 0.866 0.837 0.968 0.917 0.847 0.894 0.921 0.874 0.892
0.94 .

lEz 0.991 0.937 0.908 0.980 0.929 0.737 0.973 0.837 ° 0.602 0.894 0.709 0.404

[Exm 0.679 0.488 0.315 0.715 0.540 0.376 0.795 .. 0.628 . 0478 . 0.827 0.689 0.556
1.04

Ez 0.994 0.984 0.965 0.996 0.981 0.940 0.999 0.914 0.757 0.935 0.783 0.514

{EM 0.571 0.270 0.071 0.599 0.327 0.105 0.680 0.426 0.175 0.771 0.501 0.244
1.1 . . -

Ez 0.998 0.929 0.778 0.973 0.966 0.840 0.970 0.941 0.764 0.963 0.829 0:556
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